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L I T E R A T U R E  R E V I E W :  
D E F I N I N G  D A R K  P A T T E R N S

• Dark patterns are user interface (UI) strategies deliberately designed to influence users 

to perform actions or make choices that benefit online service providers

• They typically exploit decision-making vulnerabilities like cognitive biases (Bösch et al., 

2016; Mathur et al., 2019; Waldman, 2020)

• Users may be encouraged to purchase unneeded goods or disclose their personal 

information (Luguri & Strahilevitz, 2021; Narayanan et al., 2020)



L I T E R A T U R E  R E V I E W :  
T Y P E S  O F  D A R K  P A T T E R N S

• General contexts (Brignull, n.d.; Gray et al., 2018)

• Specific contexts

• Video games (Lewis, 2014; Zagal et al., 2013)

• Shopping websites (Mathur et al., 2019)

• Proxemic interactions (Greenberg et al., 2014)

• Home robots (Lacey & Caudwell, 2019)

• Online privacy choices (Bösch et al., 2016; Commission Nationale de 

l’Informatique et des Libertés, 2019; Forbrukerrådet, 2018; Fritsch, 2017)



L I T E R A T U R E  R E V I E W :
R E S E A R C H  G A P S

• Studies have recognized that online service providers may deliberately frustrate users’ 

attempts to disable their accounts (Bösch et al., 2016; Gray et al., 2018); however, 

there is a lack of research that examines the specific UI strategies employed for this 

purpose

• Little research has focused on identifying and describing dark patterns in social 

networking sites (SNSs)



S T U D Y  O B J E C T I V E S

1. Identify dark patterns in the context of SNS users attempting to disable their 

accounts

2. Consolidate these tactics into a typology

3. Assess their prevalence in our sample



M E T H O D S

• Overview of methods

• We collected and content analyzed a dataset of recordings and associated email 

exchanges that captured our account disabling process for 26 sample SNSs

• Sample selection

• The sample SNSs were those most highly ranked on Alexa’s May 2020 Top Sites list 

that fit our inclusion criteria



M E T H O D S

• Data collection

• The first author conducted real-time recordings of her attempts to disable 

temporary accounts on 26 SNSs and screen-captured emails that were sent from 

sites after the user account had been disabled

• Data analysis

• The first author manually coded the complete dataset for the presence of dark 

patterns



Proposed Dark Pattern Typology by Kelly and Rubin (2022), which combines, 
modifies, and extends earlier models by Brignull (n.d.), Conti and Sobiesk (2010), 
and Gray et al. (2018)



T Y P E  1 :
C O M P L E T E  O B S T R U C T I O N

• Definition: Making it impossible for the user to disable their account through the site’s 

UI; excluding any option for account disabling



T Y P E  1 :
C O M P L E T E  O B S T R U C T I O N

Example from dataset



T Y P E  2 :
T E M P O R A R Y  O B S T R U C T I O N

• Definition: Increasing the user’s workload; requiring the completion of actions that 

should not be inherently necessary to proceed in the task flow



T Y P E  2 :
T E M P O R A R Y  O B S T R U C T I O N

Example from dataset



T Y P E  3 :
O B F U S C A T I O N

• Definition: Confusing or misleading the user; obscuring information and/or options 

that would allow the user to initiate or advance in the task flow



T Y P E  3 :
O B F U S C A T I O N

Examples from dataset



T Y P E  4 :
I N D U C E M E N T S  T O  R E C O N S I D E R

• Definition: Persuading the user to reconsider their choice to disable their account; 

presenting the option to stay on the site favourably through language, visuals, or 

incentives



T Y P E  4 :
I N D U C E M E N T S  T O  R E C O N S I D E R

Example from dataset



T Y P E  5 :
C O N S E Q U E N C E S

• Definition: Encouraging the user to return to the site after their account has been 

disabled; reducing the effort required to return or continuing to communicate with the 

user



T Y P E  5 :
C O N S E Q U E N C E S

Example from dataset



Q U A N T I T A T I V E  R E S U LT S

• All of the 26 sampled SNSs were identified using at least one type of dark pattern

• Five (5) out of 26 SNSs (19%) attempted to manipulate the user at least five or more 

times during their account disabling process



C O N C L U S I O N

• In this study, we created an empirically verified typology of dark patterns in the context 

of online services using UIs to sabotage users' efforts to disable their accounts

• The Dark Pattern Typology contributes to future work that:

• Documents the prevalence of dark patterns in SNSs

• Identifies dark patterns in other online services

• Investigates users’ perceptions and experiences of dark patterns

• Determines the effects of dark patterns on user behaviour
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